Near-Optimum Decoding of Product Codes: Block Turbo Codes

Ramesh Mahendra Pyndiah, Member, IEEE

Abstract—This paper describes an iterative decoding algorithm for any product code built using linear block codes. It is based on soft-input/soft-output decoders for decoding the component codes so that near-optimum performance is obtained at each iteration. This soft-input/soft-output decoder is a Chase decoder which delivers soft outputs instead of binary decisions. The soft output of the decoder is an estimation of the log-likelihood ratio (LLR) of the binary decisions given by the Chase decoder. The theoretical justifications of this algorithm are developed and the method used for computing the soft output is fully described. The iterative decoding of product codes is also known as block turbo code (BTC) because the concept is quite similar to turbo codes based on iterative decoding of concatenated recursive convolutional codes.

The performance of different Bose–Chaudhuri–Hocquenghem (BCH)–BTC’s are given for the Gaussian and the Rayleigh channel. Performance on the Gaussian channel indicates that data transmission at 0.8 dB of Shannon’s limit or more than 98% (R/C > 0.98) of channel capacity can be achieved with high-code-rate BTC using only four iterations. For the Rayleigh channel, the slope of the bit-error rate (BER) curve is as steep as for the Gaussian channel without using channel state information.

Index Terms—BCH coding, block codes, codes, maximum-likelihood decoding, product codes, sequential decoding.

I. INTRODUCTION

THE REAL difficulty in the field of channel coding is essentially a problem of decoding complexity of powerful codes. One approach to this problem is to reduce the decoding complexity of the powerful codes available. This approach has produced substantial reductions in the decoding complexity of block [1], [2] or convolutional codes, but the decoding complexity remains prohibitive for the most powerful codes. Another way to tackle the problem is to construct good codes which exhibit reasonable decoding complexity, and one possible solution is to use concatenated codes [3]. The strategy of concatenated coding is to build powerful error-correcting codes by associating two or more codes with reasonable decoding complexity. The concatenated codes are decoded one component code after the other so that the overall decoding complexity remains acceptable. A practical example of concatenated coding is the coding scheme based on a convolutional code concatenated with a Reed–Solomon (RS) code [4], [5]. This coding scheme exhibits a low bit-error rate (BER) for a code rate close to or even above the channel cutoff rate [6], which was considered as the practical channel capacity until very recently.

In 1993 Berrou [7] showed that it was possible to transmit data with a code rate above the channel cutoff rate. He even achieved an exceptionally low BER with a signal-to-noise ratio (SNR) per information bit (Eb/N0) close to Shannon’s theoretical limit on a Gaussian channel. This new coding scheme [7], [8] consists of two recursive systematic convolutional codes concatenated in parallel and which are decoded using iterative maximum-likelihood decoding (MLD) or soft decoding of the component codes. For the decoding of the component codes, Berrou used a maximum a posteriori (MAP) algorithm [9] which performs maximum-likelihood (ML) bit estimation and thus yields a reliability information (soft-output) for each bit. This algorithm can be viewed as a soft-input/soft-output decoder. By cascading several of these decoders, one can perform an iterative ML decoding of the component codes which is optimal at each decoding step. Berrou achieved a BER of 10^{-5} for an Eb/N0 at 0.5 dB above Shannon’s limit for rate-1/2 quadrature phase-shift keying (QPSK) on a Gaussian channel and, very recently, Berrou has narrowed the gap to 0.35 dB [10]. The MAP algorithm has a very large computation complexity and, for practical applications, suboptimal weighting algorithms have already been proposed [11], [12]. These suboptimal algorithms introduce a performance degradation of approximately 1.5 dB.

The new coding scheme described above has been given the name of turbo code and has received much attention since 1993. A lot of papers have been published on turbo codes, but most of the authors have focused on convolutional turbo codes (CTC’s) and very few have considered the block turbo code (BTC) [13], [14]. In fact, concatenated coding was first introduced for block codes [3], [15]. Unfortunately, the first algorithms [16], [17] proposed for decoding these codes gave rather poor results because they relied on hard-input/hard-output decoders and lacked the soft-input/soft-output decoders. Recent work by Lodge [13] and Hagenauer [14] have produced solutions with good performance. These solutions are based on the trellis of block codes and are limited to small block codes since the number of states in the trellis of a block code increases exponentially with the number of redundancy bits. In 1994 we proposed a new soft-input/soft-output decoder [18] for all linear block codes and we showed that BTC had performances comparable to those of CTC using suboptimal weighting algorithms. This new BTC offers a good...
compromise between performance and complexity and is very attractive for implementation.

The aim of this paper is to give a clear and complete description of the BTC proposed in [18]. In Section II we recall the basic concept of product codes and in Section III we give a brief description of the Chase algorithm for soft-input decoding of block codes. The theoretical equations of the soft output of a block decoder is derived in Section IV and the algorithm used for computing the soft output is described in Section V together with justifications of the different simplifications. The concept of block turbo decoding is presented in Section VI and performance is given for different BTC's on Gaussian and Rayleigh channels. The potential applications of BTC are discussed in Section VII.

II. PRODUCT CODES

Product codes (or iterated codes) are serially concatenated codes [19] which were introduced by Elias in 1954 [15]. The concept of product codes is very simple and relatively efficient for building very long block codes by using two or more short block codes. Let us consider two systematic linear block codes with parameters $n_1, k_1, \delta_1$ and $C^2$ with parameters $(n_2, k_2, \delta_2)$, where $n_1, k_1$ and $\delta_i (i = 1, 2)$ stand for codeword length, number of information bits, and minimum Hamming distance, respectively. The product code $P = C^1 \otimes C^2$ is obtained (see Fig. 1) by

1) placing $(k_1 \times k_2)$ information bits in an array of $k_1$ rows and $k_2$ columns;
2) coding the $k_1$ rows using code $C^2$;
3) coding the $n_2$ columns using code $C^1$.

The parameters of the product code $P$ [19] are $n = n_1 \times n_2$, $k = k_1 \times k_2$, $\delta = \delta_1 \times \delta_2$, and the code rate $R$ is given by $R = R_1 \times R_2$, where $R_i$ is the code rate of code $C^i$. Thus, we can build very long block codes with large minimum Hamming distance by combining short codes with small minimum Hamming distance. Given the procedure used to construct the product code, it is clear that the $(n_2 - k_2)$ last columns of the matrix are codewords of $C^1$. By using the matrix generator, one can show [19] that the $(n_1 - k_1)$ last rows of matrix $P$ are codewords of $C^2$. Hence, all of the rows of matrix $P$ are codewords of $C^1$ and all of the columns of matrix $P$ are codewords of $C^2$.

As indicated by Elias [15], these codes can be decoded by sequentially decoding the rows and columns of $P$ in order to reduce decoding complexity. However, to achieve optimum performance, one must use MLD (soft decoding) of the component codes. Thus, we need soft-input/soft-output decoders to maintain optimum performance when decoding the rows and columns of $P$. Provided we have a soft-input/soft-output decoder for decoding the rows and columns of $P$, we can iterate the sequential decoding of $P$ and thus reduce the BER after each iteration as for CTC [7].

In Section III we consider the soft-input decoding of block codes, and soft output (reliability) of the decoded bits will be addressed in Section IV.

III. SOFT DECODING OF LINEAR BLOCK CODES

Let us consider the transmission of binary elements $\{0, 1\}$ coded by a linear block code $C$ with parameters $(n, k, \delta)$ on a Gaussian channel using binary symbols $\{-1, +1\}$. We shall consider the following mapping of the symbols $0 \rightarrow -1$ and $1 \rightarrow +1$. The observation $R = (r_1, \cdots, r_n)$ at the output of the Gaussian channel for a transmitted codeword $E = (e_1, \cdots, e_k, \cdots, e_n)$ is given by

$$ R = E + G $$

where components $g_l$ of $G = (g_1, \cdots, g_l, \cdots, g_n)$ are additive white Gaussian noise (AWGN) samples of standard deviation $\sigma$. By using MLD, one can show that the optimum decision $D = (d_1, \cdots, d_l, \cdots, d_n)$ corresponding to the transmitted codeword $E$ is given by

$$ D = C^i $$

where $|R - C^i|^2 = \sum_{l=1}^{n} (r_l - c^i_l)^2$, is the squared Euclidean distance between $R$ and $C^i$. When using an exhaustive search for the optimum codeword $D$, the computation complexity increases exponentially with $k$, and becomes prohibitive for block codes with $k > 6$. As suggested by Gallager [20], one needs very long codes in order to approach channel capacity and the exhaustive search is not a realistic solution for those codes considered here with $k > 10$.

In 1972 Chase proposed a suboptimum algorithm of low complexity [21] for near-ML decoding of linear block codes. This algorithm is based on the following observation.

At high SNR, ML codeword $D$ is located in the sphere of radius $(\delta - 1)$ centered on $Y = (y_1, \cdots, y_l, \cdots, y_n)$, where $y_k = 0.5(1 + \text{sgn}(r_k))$ and $y_k \in \{0, 1\}$ with a very high probability.

Thus, we can limit the reviewed codewords in (2) to those in the sphere of radius $(\delta - 1)$ centered on $Y$. To reduce the number of reviewed codewords, only the set of the most probable codewords within the sphere are selected by using channel information $R$. The procedure used to identify the set of the most probable codewords is the following.
Step 1: Determine the position of the $p = \lfloor \delta/2 \rfloor$ least reliable binary elements of $Y$ using $R$. The reliability of the elements of $Y$ will be defined later on.

Step 2: Form test patterns $T^i$ defined as all the $n$-dimensional binary vectors with a single “1” in the least reliable positions and “0” in the other positions, two “1”s in the least reliable positions and “0” in the other positions, and $\cdots$ $p$ “1”s in the least reliable positions and “0” in the other positions.

Step 3: Form test sequences $Z^i$ where $z^i_j = y^i \oplus t^i_j$ and decode $Z^i$ using an algebraic (or hard) decoder and add the codeword $C^i$ to subset $\Omega$.

Decision $D$ is then given by applying decision rule (2) with the reviewed codewords restricted to the subset of codewords $\Omega$ found at step 3 above. Note that the components of the codewords are mapped from $\{0,1\}$ to $\{-1,+1\}$ before computing the Euclidean distance. In step 1 the reliability of component $y_j$ is defined using the log-likelihood ratio (LLR) of decision $y_j$

$$\Lambda(y_j) = \ln \left( \frac{\Pr \{ e_j = +1 | R \} }{\Pr \{ e_j = -1 | R \} } \right) = \left( \frac{2}{\sigma^2} \right) r_j. \quad (4)$$

If we consider a stationary channel, we can normalize the LLR with respect to constant $2/\sigma^2$, and the relative reliability of $y_j$ is then given by $|r_j|$. COMING Back to the decoding of a product code, the Chase algorithm yields for each row (or column) the decision $D$ of the component block code for a given input data $R$. To iterate the decoding procedure with maximum efficiency, we must now compute the reliability of the decisions given by the Chase algorithm before decoding the columns (or rows).

IV. RELIABILITY OF DECISION $D$ GIVEN BY SOFT-INPUT DECODER

Once we have determined decision $D$ of a row (or column) of the product code, we have to compute the reliability of each of the components of vector $D$ in order to generate soft decisions at the output of the decoder. The reliability of decision $d_j$ is defined using the LLR of transmitted symbol $e_j$, which is given by

$$\Lambda(d_j) = \ln \left( \frac{\Pr \{ e_j = +1 | R \} }{\Pr \{ e_j = -1 | R \} } \right). \quad (5)$$

Here, the computation of the LLR differs from the previous case [see (4)], in that we must take into account the fact that $D$ is one of the $2^k$ codewords of $C$. Thus, by considering the different codewords of $C$, the numerator of (5) can be written as

$$\Pr \{ e_j = +1 | R \} = \sum_{C^i \in S_j^{+1}} \Pr \{ E = C^i | R \} \quad (6)$$

where $S_j^{+1}$ is the set of codewords $\{C^i\}$ such that $c^i_j = +1$ and the denominator of (5) can be written in the form

$$\Pr \{ e_j = -1 | R \} = \sum_{C^i \in S_j^{-1}} \Pr \{ E = C^i | R \} \quad (7)$$

where $S_j^{-1}$ is the set of codewords $\{C^i\}$ such that $c^i_j = -1$. By applying Bayes’ rule to (6) and (7) and assuming that the different codewords are uniformly distributed, we obtain for $\Lambda(d_j)$ the following expression:

$$\Lambda(d_j) = \ln \left( \frac{\sum_{C^i \in C_j^{+1}} p(R/E = C^i)}{\sum_{C^i \in C_j^{-1}} p(R/C^i)} \right) \quad (8)$$

where

$$p(R/E = C^i) = \left( \frac{1}{\sqrt{2\pi} \sigma} \right)^n \exp \left( \frac{|R - C^i|^2}{2\sigma^2} \right) \quad (9)$$

is the probability density function of $R$ conditioned on $E$. This function decreases exponentially with the Euclidean distance between $R$ and $C^i$. Let $C_j^{+1}$ and $C_j^{-1}$ be the codewords, respectively, in $S_j^{+1}$ and $S_j^{-1}$, at minimum Euclidean distance from $R$. By combining (8) and (9), we obtain the following relation:

$$\Lambda(d_j) = \frac{1}{2\sigma^2} \left( |R - C_j^{-1}|^2 - |R - C_j^{+1}|^2 \right) \quad (10)$$

where

$$A_i = \exp \left( \frac{|R - C_j^{+1}|^2 - |R - C_j^{-1}|^2}{2\sigma^2} \right) \leq 1 \quad \text{with} \quad C^i \in S^{+1} \quad (11)$$

and

$$B_i = \exp \left( \frac{|R - C_j^{-1}|^2 - |R - C_j^{-1}|^2}{2\sigma^2} \right) \leq 1 \quad \text{with} \quad C^i \in S^{-1} \quad (12)$$

For high SNR, that is, $\sigma \to 0$, $\Sigma_i A_i \approx \Sigma_i B_i \to 1$ and thus the second term in (10) tends to zero. By neglecting the second term in (10), we obtain an approximation for the LLR of decision $d_j$ equal to

$$\Lambda'(d_j) = \frac{1}{2\sigma^2} \left( |R - C_j^{-1}|^2 - |R - C_j^{+1}|^2 \right). \quad (13)$$

By expanding (13) using (3), we obtain the following relation:

$$\Lambda'(d_j) = \frac{2}{\sigma^2} \left( r_j + \sum_{l=1, l \neq j}^n r_l c_l^{+1(j)} p_l \right) \quad (14)$$

where

$$p_l = \begin{cases} 0, & \text{if } c_l^{+1(j)} = c_l^{-1(j)} \\ 1, & \text{if } c_l^{+1(j)} \neq c_l^{-1(j)}. \end{cases} \quad (15)$$

If we suppose that $\sigma$ is constant, we can normalize $\Lambda'(d_j)$ with respect to the constant $2/\sigma^2$ and we obtain the following equation:

$$r_j' = r_j + w_j \quad (16)$$

with

$$w_j = \sum_{l=1, l \neq j}^n r_l c_l^{+1(j)} p_l. \quad (17)$$
The normalized LLR $r'_j$ is taken as the soft output of the decoder. It has the same sign as $d_j$ and its absolute value indicates the reliability of the decision. Equation (16) indicates that $r'_j$ is given by the soft-input data $r_j$ plus a term $w_j$ which is a function of the two codewords at minimum Euclidean distance from $R$ and $\{r_l\}$ with $l \neq j$. The term $w_j$ is a correction term applied to the input data and it plays the same role as the extrinsic information in CTC [8]. The extrinsic information is a random variable with a Gaussian distribution since it is a linear combination of identically distributed random variables. Furthermore, it is uncorrelated with the input data $r_j$. As for CTC, the extrinsic information plays a very important role in the iterative decoding of product codes.

Based on the theoretical justifications elaborated in this section, we shall now describe in Section V the algorithm we use for computing the reliability of decision $d_j$.

V. COMPUTING THE SOFT DECISION AT THE OUTPUT OF THE SOFT-INPUT DECODER

Computing the reliability of decision $d_j$ at the output of the soft-input decoder requires two codewords $C^{+i,j}$ and $C^{-i,j}$, see (13). Obviously, soft decision $D$ is one of these two codewords and we must find the second one, which we shall call $C$. $C$ can be viewed as a competing codeword of $D$ at minimum Euclidean distance from $R$ with $c_j \neq d_j$. Given codeword $C$ and $D$, one can show that the soft output is given by the following equation:

$$r'_j = \left( \frac{|R - C|^2 - |R - D|^2}{4} \right) d_j . \tag{18}$$

To find codeword $C$, one must increase the size of the space scanned by the Chase algorithm (see Section III). For that purpose, we increase the number of least reliable bits $p$ used in the Chase decoder and also the number of test patterns. It is clear that the probability of finding $C$ increases with the value of $p$. On the other hand, the complexity of the decoder increases exponentially with $p$ and we must find a tradeoff between complexity and performance. This implies that in some cases we shall not be able to find a competing codeword $C$. In the event where codeword $C$ is not found, we must find another method for computing the soft output. The solution we propose is to use the following equation:

$$r'_j = \beta \times d_j \quad \text{with} \quad \beta \geq 0. \tag{19}$$

This solution, which is very simple, happens to be very efficient as will be shown by the simulation results in Section VI. This very rough approximation of the soft output is justified by the fact that:

- the sign of soft output $r'_j$ is equal to $d_j$ [see (18)], while only its absolute value or reliability is a function of $C$;
- if $C$ is not found in the space scanned by the Chase algorithm, then $C$ is most probably far from $R$ in terms of Euclidean distance;
- if $C$ is very far from $R$, then the probability that decision $d_j$ is correct is relatively high and the reliability of $d_j$ is also relatively high.

Thus, we propose to give a predefined value $\beta$ to the reliability of those components of $D$ for which there is no competing codeword $C$ in subset $\Omega$. The value of $\beta$ was initially optimized by trial and error [18]. An equation is given in [23] for computing $\beta$

$$\beta \approx \ln \left( \frac{\Pr\{d_j = c_j\}}{\Pr\{d_j \neq c_j\}} \right) \left( \frac{\Pr\{d_j = c_j\}}{\Pr\{d_j \neq c_j\}} \right) \tag{20}$$

where $\Pr\{d_j = c_j\}$ represents the probability that the decoder takes the correct decision and it takes its values in the interval $[0, 1]$. When $\Pr\{d_j = c_j\} \to 1$, then $\beta \to \infty$, and when $\Pr\{d_j = c_j\} \to 0.5$, then $\beta \to 0$. Note that a similar equation was proposed by Hagenauer in 1996 for computing the probability of the ML path in a trellis [14]. Equation (20) for computing $\beta$ is coherent with the notion of reliability of decision $d_j$. When the probability of taking the correct decision tends to zero, the reliability of $d_j$ tends to infinity, and when it tends to 0.5, the reliability tends to zero. In fact, $\beta$ can be considered as an average value of the reliability of those decisions $d_j$ for which there is no competing codeword $C$ in subset $\Omega$ while (18) gives a bit-by-bit estimation of the reliability. It is clear that the soft output given by (19) is less accurate than the one using (18). However, one can understand that we need a more accurate estimation of the soft output for those decisions where a competing codeword $C$ is at a slightly greater distance from $R$ than $D$. On the other hand, when $C$ is very far from $R$, an average value of the reliability can be considered as sufficient.

Now that we have defined the soft output of the block decoder, we shall consider in the next section the turbo decoding of product codes.

VI. TURBO DECODING OF PRODUCT CODES

Let us consider the decoding of the rows and columns of a product code $P$ described in Section II and transmitted on a Gaussian channel using QPSK signaling. On receiving matrix $[R]$ corresponding to a transmitted codeword $[E]$, the first decoder performs the soft decoding of the rows (or columns) of $P$ using as input matrix $[R]$. Soft-input decoding is performed using the Chase algorithm (see Section III) and the soft output is computed using (18) or (19). By subtracting the soft input from the soft output [see (16)] we obtain the extrinsic information $[W(2)]$ where index 2 indicates that we are considering the extrinsic information for the second decoding of $P$ which was computed during the first decoding of $P$. The soft input for the decoding of the columns (or rows) at the second decoding of $P$ is given by

$$[R(2)] = [R] + \alpha(2)[W(2)] \tag{21}$$

where $\alpha(2)$ is a scaling factor which takes into account the fact that the standard deviation of samples in matrix $[R]$ and in matrix $[W]$ are different (see [7] and [8]). The standard deviation of the extrinsic information is very high in the first decoding steps and decreases as we iterate the decoding. This scaling factor $\alpha$ is also used to reduce the effect of the extrinsic information in the soft decoder in the first decoding steps when the BER is relatively high. It takes a small value in the first
decoding steps and increases as the BER tends to zero. The decoding procedure described above is then generalized by cascading elementary decoders illustrated in Fig. 2.

The turbo decoding algorithm described in this paper applies to any product code based on linear block codes. The results we present here concern Bose–Chaudhuri–Hocqenghem (BCH) product codes. Performance of RS product codes are given in [22]. For complexity considerations, we consider extended single and double error correcting BCH codes. Using extended BCH codes is advantageous because it gives a significant increase to the minimum distance of the product code for a very small reduction in code rate and a negligible additional decoding complexity [23]. For example, if we consider single error correcting BCH codes, the minimum distance of the product code is nine for the BCH code and 16 for the extended BCH code. The same is true for expurgated codes.

Before proceeding to the simulation results, we shall now give the different parameters used by this turbo decoding algorithm. For the sake of clarity we have deliberately used the same parameters in the turbo decoding algorithms for all of the BTC’s presented here. These parameters have been determined experimentally. From one BTC to the other, the only modifications concern the binary BCH encoder and the algebraic decoder. The characteristics of the turbo decoding algorithm are as follows.

1) Test sequences: The number of test patterns is 16 and are generated by the four least reliable bits.

2) Weighting factor $\alpha$: To reduce the dependency of $\alpha$ on the product code, the mean absolute value of the extrinsic information $w$ derived using (18) is normalized to one. The evolution of $\alpha$ with the decoding number is

$$\alpha(m) = [0.0, 0.2, 0.3, 0.5, 0.7, 0.9, 1.0, 1.0].$$

3) Reliability factor $\beta$: To operate under optimal conditions, the reliability factor should be determined as a function of the BER. For practical considerations, we have fixed the evolution of $\beta$ with the decoding step to the following values:

$$\beta(m) = [0.2, 0.4, 0.6, 0.8, 1.0, 1.0, 1.0, 1.0].$$

In the first decoding step $\beta$ is set to 20% of the mean of the normalized extrinsic information computed using (18) and is gradually increased to 100%. Note that experimental results indicate no significant performance degradation if values of $\beta$ is modified by $\pm 10\%$.

### Table I

<table>
<thead>
<tr>
<th>Product code</th>
<th>$\delta$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(32, 26)$^2$</td>
<td>16</td>
<td>0.660</td>
</tr>
<tr>
<td>(32, 21)$^2$</td>
<td>36</td>
<td>0.431</td>
</tr>
<tr>
<td>(64, 57)$^2$</td>
<td>16</td>
<td>0.793</td>
</tr>
<tr>
<td>(64, 51)$^2$</td>
<td>36</td>
<td>0.635</td>
</tr>
<tr>
<td>(128, 120)$^2$</td>
<td>16</td>
<td>0.879</td>
</tr>
<tr>
<td>(128, 113)$^2$</td>
<td>36</td>
<td>0.779</td>
</tr>
<tr>
<td>(256, 247)$^2$</td>
<td>16</td>
<td>0.931</td>
</tr>
<tr>
<td>(512, 502)$^2$</td>
<td>16</td>
<td>0.961</td>
</tr>
</tbody>
</table>

Note that the normalization of the extrinsic information is introduced to reduce the dependency of parameter $\beta$ on the code parameters $(n_k, k, \delta)$. It is clear that for a given application one should remove this normalization function and reoptimize $\beta$ with initial values determined using (20). In our investigation we have considered product codes combining identical BCH codes as well as different BCH codes. In terms of performance optimality we have not observed any significant amelioration when combining BCH codes of different length or different minimum distance. In this paper we consider product codes using identical BCH codes, which are more suitable for implementation. The parameters of the product codes considered here are listed in Table I. We shall now comment on the performance of the BTC in Table I on the Gaussian and the Rayleigh channel using QPSK signaling. One iteration of the turbo decoder corresponds to a row followed by a column decoding of the product code.

### A. Gaussian Channel Using QPSK Signaling

The performance of BTC (64, 51, 6)$^2$ is given in Fig. 3 where (64, 51, 6)$^2$ is product code (64, 51, 6) $\otimes$ (64, 51, 6) defined in Section II. We observe the turbo decoding effect as for CTC [8]. For an $E_b/N_0$ of 2.7 dB, the BER is equal to $3 \times 10^{-2}$ at iteration 1, $9 \times 10^{-2}$ at iteration 2, $5 \times 10^{-4}$ at iteration 3, $3 \times 10^{-5}$ at iteration 4, and $5 \times 10^{-7}$ at
iteration 6. For each additional iteration, we obtain a reduction of the BER. However, for a BER of $10^{-5}$, the reduction in terms of $E_b/N_0$ becomes negligible for additional iterations beyond iteration 4. In Fig. 4 we have plotted the BER against $E_b/N_0$ for different BTC’s on a Gaussian channel using QPSK signaling at iteration 4. We observe that the slope of the BER curves increases with parameter $n$ (or $k$) and also with $\delta$.

In Fig. 5 we have considered the $E_b/N_0$ required by the different BTC at iteration 4 in order to achieve a BER of $10^{-5}$. This $E_b/N_0$ at $10^{-5}$ has been plotted versus the code rate and compared to two theoretical limits: 1) the cutoff rate and 2) channel capacity for a binary input Gaussian channel [24]. Except for product code $(32, 21, 6)^2$, all of the other codes considered here achieve a BER of $10^{-5}$ at a code rate above their respective cutoff rates. For product codes of same minimum distance, the performance achieved gets closer to Shannon’s limit as we increase the parameter $k$. This is consistent with Gallager’s theory [20]. We observe that for product code $(512, 502, 4)^2$, the $E_b/N_0$ for a BER of $10^{-5}$ is at less than 0.8 dB of its Shannon’s limit and that this coding system is operating at near channel capacity $C/R>0.98$. By increasing the number of iterations to 50, we have been able to achieve a BER of $10^{-5}$ at 0.45 dB of Shannon’s limit. To our knowledge, the closest result to Shannon’s limit using a parallel concatenation of code $(511, 502, 3)$ is actually 0.35 dB and has been achieved by Nickl and Hagenauer [25]. The algorithm used in [25] is nearly optimum but has a complexity which increases exponentially with the number of redundancy bits. Although this algorithm has a prohibitive complexity for practical applications, it is nevertheless a reference in terms of performance. Thus we can consider that the algorithm proposed here is nearly optimum since we are at 0.1 dB of Hagenauer’s reference.

B. Rayleigh-Fading Channel Using QPSK Signaling

The BER versus $E_b/N_0$ curves of BTC $(64, 51, 6)^2$ on the Rayleigh-fading channel using QPSK signaling are given in Fig. 6. As for the Gaussian channel, we observe the turbo decoding effect and a very steep slope of the curve at iteration 4. Although the curve at iteration 1 is relatively flat, there is a significant improvement of the curve at iteration 2 with a saturation of the improvement beyond iteration 3. The curve at iteration 4 is as steep as for the Gaussian channel (see Fig. 6) with a constant shift of 4.6 dB to the right. This behavior of the BTC on a Rayleigh channel can be explained by the fact that the soft output of the elementary decoder tends to a Gaussian distribution according to the central limit theorem [see (14)]. At iteration 1, the soft data has a Rayleigh distribution which explains the flatness of the curve, while beyond iteration 1 the soft data tends to a Gaussian distribution. It is worth noting that these results have been established in the case where the decoder does not have any information on the channel state. If we introduce the channel-state information in the decoder, the improvement is negligible (BER is divided by two).

The BER versus $E_b/N_0$ of different BTC’s at iteration 4 on the Rayleigh channel using QPSK signaling are given in
Fig. 7. BER versus $E_b/N_0$ of different BTC's on a Rayleigh channel using QPSK signaling at iteration 4.

C. Gaussian Channel Using QAM Signaling

The performance of several BTC's associated with quadrature amplitude modulation (QAM) signaling have already been investigated in [27]. This study considered the pragmatic approach proposed by Viterbi [26] to combine QAM signaling with BTC. In this approach the QPSK modulator is replaced by a QAM modulator. In the receiver, the LLR of the binary elements used for labeling the signals in the modulator are computed [27] and passed on to the iterative decoder described previously. This solution is very attractive since the same iterative decoder can be used for any phase-shift keying (PSK) or QAM modulation scheme. We presented the performance of several BTC’s combined with 16QAM and 64QAM in [27], but we did not compare our scheme with the classical concatenated scheme using a trellis-coded modulation (TCM) concatenated with an outer RS code. In Fig. 8 we give the BER versus $E_b/N_0$ of 128QAM coded by an inner 16-state two-dimensional TCM code concatenated with an outer RS(204, 188) code and assuming perfect interleaving. This transmission system has a spectral efficiency of 5.53 b/s/Hz.

VII. DISCUSSION AND CONCLUSION

The performance achieved by the BTC's presented in this paper indicate that they are the most efficient known codes for high code rate applications. For code rates greater than 0.95, digital transmission systems can transmit data on a Gaussian channel at more than 98% of channel capacity $R/C > 0.98$ by using BTC. This result is confirmed by Nickl and Hagenauer [25] using a more optimal decoding algorithm, but with a much higher complexity. The algorithm proposed here can be considered as near optimum for the decoding of product codes since there is no significant difference ($\approx 0.1$ dB) in performance between our results and those obtained in [25]. On the other hand, the algorithm proposed here is of a much lower complexity. In [28] an example of a BTC (32, 26, 4)$^2$ implemented on a field programmable gate array (FPGA) is given. The elementary decoder requires less than 6000 gates and measured performance is close to the simulated one given here. The BTC's proposed here are also very attractive for digital signal processor (DSP) implementation because many of the operations can be performed simultaneously in a DSP. A block turbo decoder has been implemented on a 20-million-instructions-per-second (MIPS) Motorola 56020 fixed point DSP [29]. For decoding code (32, 26, 4)$^2$, this decoder requires a program memory of 1300 words and a data memory of 4300 words giving a data rate of 80 kb/s for one iteration. The BTC presented here offers an excellent compromise between complexity and performance. On the Rayleigh channel, BTC's exhibit a BER versus $E_b/N_0$ curve as steep as on the Gaussian channel because in the iterative decoding process, the soft output tends to a Gaussian distribution for any identically distributed input data.

Currently, most of the work on turbo codes have essentially focused on CTC's, and BTC's have been partially neglected. Yet, the BTC solution is more attractive for a wide range of applications. The results presented here indicate that BTC is one of the best solutions in terms of performance and complexity for high-code-rate applications. The comparison of a BTC with a concatenated TCM-RS coding scheme shows that BTC [27] yields a 0.85-dB improvement in terms of $E_b/N_0$ for high-spectral-efficiency applications. Moreover, for small data block ($\approx 150$ b) used in TDMA applications, the BTC is more efficient than CTC [23]. The main reason is because the minimum distance of a turbo code becomes crucial when the interleaver size is small. A product code can
guarantee a minimum distance of 16, 36 (or more), while the minimum distance of a CTC can be relatively small. Another attractive application for BTC concerns high-data-rate systems. Indeed, the decoding speed of a BTC can be increased by using several elementary decoders for the parallel decoding of the rows (or columns) of a product code since they are independent.

A lot of exciting work remains to be done on BTC. Among others, joint error detection and error correction [23] seems very promising, as well as unequal error protection and BTC for small data blocks.
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